Master’s Thesis at the Pattern Recognition Lab Nr.:

Development of a Local LLM Agent System
for Clinical Expert Support and Automation in MRI Planning for Radiation Therapy
Entwicklung eines lokalen LLM-Agentensystems
zur klinischen Expertenunterstiitzung und Automatisierung der MRT-Planung in der Strahlentherapie

There is an unmet need to make healthcare workflows more efficient, safe, and personalized. Large Language Model
(LLM) agents offer unprecedented capabilities for selectively collecting, processing, and combining patient-specific
information from multiple sources to inform both clinical experts and automation solutions at the point of care.
Recently, multiple capable open-weight reasoning LLMs have been released, which are optimally suited for local
agentic use within a hospital environment [1-8]. This master thesis project aims to develop a local LLM agent system
within the university hospital environment to inform and partially automate MRI treatment planning for radiation
therapy. Being one of the most important treatment modalities for cancer, radiation therapy (RT) requires the com-
bination of multifaceted information from diverse sources for optimal treatment planning. In this thesis, the LLM
agent system will selectively retrieve and process patient information from the Picture Archiving and Communica-
tion System (PACS), Oncology Information System (OIS), and Radiology Information System (RIS), addressing two
primary objectives. First, the system will deliver targeted, comprehensive and accurate patient data via an interactive
LLM-powered dashboard to support clinical experts in making optimal treatment decisions. Second, it will facilitate
automated treatment MRI planning by proposing appropriate MRI study protocols, examination decisions, and a per-
sonalized selection of MRI sequence protocols, thus enhancing both the efficiency and personalization of radiation
therapy workflows.

The thesis will include the following points:

* Literature review on prior work, state-of-the-art open-weight LLMs, LLM agents, local LLM fine-tuning us-
ing hospital compute infrastructure and Retrieval-augmented generation (RAG) [1-10]. For this master thesis
project, single and dual-48 Gb as well as dual-96 Gb GPU workstations are available.

» Set up test environment. Establishing read access to clinical databases (OIS, RIS) and PACS via python func-
tions. Alternative: offline OIS / RIS (SQL)-database and PACS data access (using open-source PACS [OR-
THANC or XNAT]). Fall-back option: local file explorer access to automatically downloaded patient data
(DICOM, HTML, PDF, TXT format). Automatic downloading and script-based processing of past MRI scan
data to generate ground truth reference, split into a validation and a test set. The LLM agent system will be
developed based on validation data and tested on the separate test data set. Support will be provided for setting
up the test environment and curating the validation and test data.

e LLM agent development using python, e.g. based on openai or langchain libraries [11, 12]. The local LLM
will be served via ollama on a GPU workstation server (local gpt-oss 20b is already implemented within other
LLM agent systems on-site as a reference) [13]. The LLM agent system should selectively retrieve and process
available physician letters, prior imaging reports and reference image slice positions from PACS, RT indication,
RT target volume, RT patient setup information, patient appointments and free-text notes from OIS as well as
MRI scan information and patient warning messages from RIS via agent tools. Incorporation of institution-
specific standards via integration of standard-operating-procedures (SOPs). Exploration of two underlying
LLMs for the LLM agent system (e.g., Magistral 24B [multilingual reasoning with German texts] vs. gpt-oss
20B vs. Qwen3-30B-A3B)

* Development of the agent-fed dashboard application implemented using HTML and served over HTTP, that
can be accessed at the point-of-care in the hospital (Prior HTML app is available on-site as a reference). The
dash-board should depict the following information: Summary description of the patient case, fetched patient
portrait photograph, patient oncologic diagnosis, oncologic stage, RT indication and target volume, summary
of important side diagnoses for MRI (e.g. contrast media allergy), RT treatment setup description including
fetched setup photograph, summary description of the anatomical location and extent of the tumor with fetched
reference CT / MRI image slice from previous imaging studies. Overview of patient’s next appointments.



Moreover, a proposal of the MRI exam protocol to be scanned, exam decisions and personalized sequence
protocol selection as well as anatomic extent the sequence protocol field-of-views need to cover based on SOPs
and extracted patient-information. A chat interface should be included for clinical experts to prompt the agent
system to provide additional patient-specific information. Optional: Include feedback option to collect human
feedback for later Reinforcement Learning (RL).

* Accuracy evaluation of the predicted MRI exam protocols, exam decisions and sequence protocol selection
in a retrospective test set of 300 cases using already scanned MRI DICOM studies as ground truth reference.
Accuracy evaluation of the additional output dashboard data with NLP metrics (ROUGE Score, BERT Score)
and component-wise comparison of categorical and numerical output values using provided ground truth data.

* Point-of-care evaluation of the LLM-agent dashboard application and the LLM-recommended planning MRI
exam settings by clinical experts, using a multidimensional rating scale.

« Statistical analysis and interpretation of the project results.
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