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Enhancing small-sized video object detection through temporal
information and synthetic data

In recent years, there has been a steady increase in global container throughput [1], driving a high
demand for automation within the harbor industry [2]. This rise in automation, however, introduces
new safety risks, emphasizing the need for effective people detection systems to ensure safety in crane
operations [3]. Due to the unique and elevated camera positions on cranes, individuals appear often
small and in low resolution, which leads to significant challenges for accurate detection [4].

These camera mounting positions not only differ significantly from state-of-the-art setups, such as
those used in datasets like COCO and ImageNet, but also vary widely across different terminals [4],
making traditional supervised learning approaches costly and labor-intensive. While public datasets
for people detection are widely available [5, 6], adapting pretrained models to these unique crane
environments remains difficult due to domain differences. The collection and labeling of new data in
these settings is resource-intensive, highlighting the need for alternative solutions.

Therefore, this study aims to investigate methods that can effectively overcome this domain gap,
enabling accurate, real-time object detection without increasing the labeling workload.

To achieve this, two primary approaches will be explored. The first approach involves generating
synthetic data within the target domain. Given the lack of annotated data for crane-specific settings,
creating synthetic data offers a practical alternative to extensive manual labeling [7]. The second
approach focuses on leveraging temporal information, which has shown promising results in other
domains for enhancing video object detection accuracy. By aggregating features over time, object
detectors can take advantage of information from previous frames to improve detections in the current
frame, effectively addressing challenges posed by low resolution and small-scale targets. This can be
achieved through techniques such as reusing features from earlier frames [8], incorporating optical
flow [9], or applying simple frame subtraction [10].



1 Synthetic data generation

Techniques such as copy-pasting have demonstrated improvements in segmentation and detection tasks
across various domains [11, 12]. Ghiasi et al.[7] simplified previous methods, such as that of Dwibedi
et al.[11], by directly cutting out labeled objects from existing datasets and pasting these cutouts onto
images of the target domain without further modeling the surrounding context. By using this simple
approach the authors could achieve a significant improvement of the evaluated segmentation model
and increase the data-efficiency on COCO. In the application field of small object detection, Hao et
al. [13] further refined this approach by restricting the pasting locations, increasing its effectiveness in
specific scenes.

2 Temporal information

State-of-the-art object detection systems, such as YOLO, effectively identify and locate objects within
images and can also be applied to video object detection. A common approach to enhance video object
detection accuracy is the use of temporal information through feature aggregation [14, 15, 16]. Duan
et al. [8] improve detection accuracy and speed of the YOLOx by fusing the features in the current
frame with those from previous frames. A similar approach is suggested by Nans et al. [10], who
propose a combination of frame difference and the RGB input image. This method raised the average
precision compared to a baseline model. While it works particularly well when the camera position is
static, it also shows potential in scenarios with moving cameras. Shi, Zhang, and Guo [16] take feature
aggregation further by integrating it into a one-stage detector, introducing a Feature Selection Module
to filter out low-quality predictions and a Feature Aggregation Module to combine relevant features
from multiple frames. The Feature Selection Module minimizes computational load by selecting
high-confidence, object-related features, while the Feature Aggregation Module aligns and aggregates
features from reference frames based on similarity scores and confidence levels, thus boosting detector
accuracy without sacrificing speed. Lastly, Yu Sun et al. [9] enhance the YOLOv5s mean Average
Precision performance by adding an input layer that processes multiple frames along with inter-frame
optical flow, significantly improving detection of small unmanned aerial vehicles in surveillance videos.

In this work, a one-stage still image object detection model is pretrained on public data and then
adapted to the crane environment by fine-tuning with synthetic data and state-of-the-art augmentation
methods. The resulting model architecture is then extended to use temporal information for video
object detection, on basis of the pretrained backbone as shown in Figure 1. Finally, this adapted model
is fine-tuned with crane-specific video data to maximize accuracy in real-time detection scenarios.

The thesis consists of the following milestones:

• Comparison of different methods for generating synthetic training data and evaluating augmenta-
tion strategies

• Extending the pretrained object detection model with temporal information.

• Performance evaluation in terms of Average Precision and inference time on a custom crane
dataset sampled from multiple harbors.

• Comparison of the enhanced model’s performance against a baseline model trained without
temporal information.



Figure 1: Overview of the three main steps in this study. First, a baseline model is trained on public
data and then fine-tuned with synthetic data. Finally, the pretrained model is extended to incorporate
temporal information. Two examples show how temporal information can be integrated in the lower
part of the figure.

• Further experiments regarding augmentations and optimization of network architecure.

The implementation should be done in Python.
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